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Abstract Orbitals that are extremely localized on
molecular fragments represent a powerful tool for a
number of purposes: to cite a few examples, they allow to
reduce strongly the complexity of calculations on large
systems and are easily transferable from one molecule to
another, providing a suitable and efficient way to build
up the electronic structure of large molecules. Recently,
we have developed efficient algorithms to determine
extremely localized molecular orbitals (ELMOs), which
will be reviewed in this paper. As a rigorous localiza-
tion is strictly connected to a reduction in the num-
ber of variational parameters, which reflects into an
increased value of the associated energy with respect to
the Hartree Fock value, we have developed a number of
strategies to relax the wavefunction built up using trans-
ferred localized orbitals. The extreme localization has
also been exploited in connection with the “Divide and
Conquer” technique to determine the electron densities
of large polypeptides assembled from orbitals computed
on small model molecules. Moreover, we will discuss the
recent application of the ELMOs in the framework of
the hybrid QM/MM methods to describe the frontier
region. We will also show that the ELMOs can be used to
extract chemical interpretations from numerical results.
A variety of applications will be presented.
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1 Introduction

The two main challenges that computational chemists
have to tackle are the quantitative prediction of molec-
ular properties and the interpretation of the results.

A proper “insight” into the molecular electronic
structure was offered by the valence bond methods
(VB). Although these received great attention in the
early stages of quantum chemistry, the VB approaches
were improved upon only by a small community of scien-
tists [1,2]. On the contrary, the molecular orbital (MO)
approach, which has the great advantage of efficiently
computing molecular electronic properties in a cheaper
way, has permitted the development of a large number
of quantum chemistry packages, well known not only to
theoretical chemists, but also to almost all the chemi-
cal community. Nevertheless, such accuracy and case in
computation led to the disappearance of some chemical
concepts: for example, the wide delocalization of molec-
ular orbitals is contrary to the chemist’s local vision. We
learn chemistry using the concept of functional groups;
we rationalize reactions drawing arrows, which indicate
the movements of electrons to break some bonds and to
create new ones. We feel that a local vision of the mol-
ecules, like the one offered by the VB methods, would
be more suitable to get a proper “understanding” of the
molecules.

Of course, these problems were immediately recog-
nized by the MO community and a first solution of the
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problem was the possibility to transform the canonical
delocalized MO into a set of localized molecular orbi-
tals (LMOs) according to different localization strate-
gies [3–5]. Even if the LMOs permit recover to a great
extent of the chemical concepts of bonds, lone pairs, etc.,
they are not rigorously localized on a few atoms, but
preserve some tails on the whole molecule. The pres-
ence of such tails prevents a straightforward definition
of chemical entities (i.e., functional groups) that could
be transferred from one molecule to another. Of course,
it is possible to delete the tails of LMOs to get trans-
ferable orbitals, but it is evident that this represents
an arbitrary operation. Moreover, it has been clearly
shown that the small coefficients associated with the
tails have a non-negligible effect on the electronic
energy.

A different choice is the use of molecular orbitals,
which are a priori localized only on a pre-selected set of
atoms and which are variationally determined under this
constraint. Methods based on this idea permit obtaining
extremely localized molecular orbitals (ELMOs). Their
use has been proposed by different research groups
using different acronyms, such as “strictly localized
molecular orbitals (SLMOs)” [6] and “non-orthogonal
localized molecular orbitals (NOLMOs)” [7], and these
approaches can be considered an extension of the group
function method introduced by McWeeny [8] to decom-
pose a wavefunction into functions describing subsets of
electrons.

The ELMOs are directly transferable due to the com-
plete absence of tails and can be properly defined in
order to describe core electrons, lone pairs, functional
groups, etc. Of course, their definition, i.e., their locali-
zation scheme, is arbitrary, but they are the best orbitals
consistent with the chosen scheme and no further per-
turbation, like the tail deletion, is necessary to make
them transferable from one molecule to another. They
could be considered tentatively to introduce VB ideas
into the framework of the MO theory. Like the VB orbi-
tals, the ELMOs are not orthogonal and this introduces a
mathematical complexity into the theory, which reflects
into non-trivial convergence problems in the algorithms
devised to compute them. Of course, the ELMOs, unlike
the VB orbitals, are doubly occupied and this permits
in strongly binding the mathematical complexity with
respect to the VB theory.

In this paper, we will review the main results obtained
by our group in the determination of the ELMOs and
we will outline some of their applications.

Due to the absence of an available program for the
determination of ELMOs and due to the well-known
convergence difficulties [7,9], we have investigated
different approaches to compute ELMOs. In particular,

we have used both a generalized pseudo Hartree–Fock
approach [10] and a direct minimization of the energy
based on the theoretical formulation proposed by Stoll
[9,11]. The method has been recently extended to the
density functional theory [12].

The transferability of ELMOs has been previously
analyzed on small systems [13] and the results obtained
have encouraged us to devise a new method for the
construction of wavefunctions for polypeptides, using
ELMOs determined on model molecules that suitably
represent the side chains of all the aminoacids. In
particular, a program to determine ab initio quality
electron densities of polypeptides, DENPOL, has been
written [14].

Even if ELMOs are not orthogonal, their extremely
localized nature implies a fast decrease in the overlap
values as the distance between the different molecular
fragments increases. This important feature allowed to
combine the “Divide and Conquer” (D&C) technique,
a linear scaling strategy, originally developed by Yang
et al. [15,16] in the framework of the Density Func-
tional Theory, with the ELMO approach to efficiently
compute the electron densities even for very large poly-
peptides [17].

Recently, the transferability of ELMOs has also been
exploited in the framework of the QM/MM method-
ology. As known, when the QM and the MM regions
are connected by a bond, a suitable description of the
frontier region is not trivial. In the LSCF approach pro-
posed by Assfeld et al. [18–20] a frozen localized orbital
describes the bond connecting the two regions. We have
shown that the transferability of the ELMOs can be
suitably used to describe this bond [21].

The extremely localized nature of the ELMOs is
based on a reduction in the number of variational coeffi-
cients used to describe them, implying an increase in the
energy with respect to the Hartree–Fock value. Any-
way, just a few SCF iterations are usually sufficient to
recover a large percentage of the energy difference [13].
Recently, we have also investigated the possibility to
increase the accuracy of the ELMO wavefunction by
means of a non-orthogonal configuration interaction,
including excitations from the occupied ELMOs to a
selected set of virtual ELMOs defining an ELMO-VB
wavefunction [22,23]. Owing to the extreme localization
of the virtual ELMOs, it is possible to greatly reduce
the number of possible excitations, introducing a cri-
terion based on the proximity of the orbitals involved.
The proposed method can be considered as a natural
development of the perturbative configuration interac-
tion using localized orbitals (PCILO) [24,25] and of the
studies carried out to reduce the CI expansion using
LMOs [26].
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The ELMO description also allows in gaining a
chemical interpretation of results that are otherwise of
a simple numerical nature. As an example, we will show
how this approach can be used to partition a torsional
energy barrier into different chemical contributions, fol-
lowing the ideas suggested by Mo et al. [27]. The results
obtained at a correlated level, using the ELMOs deter-
mined in the framework of the Density Functional The-
ory, will be presented.

2 Theory

2.1 The determination of ELMOs

Let us consider a closed shell molecule with 2N elec-
trons. We subdivide the molecule into nf molecular frag-
ments (lone pairs, bonds, functional groups, etc.). Each
of these subsystems is characterized by its own basis set,(
χ i

µ

)mi

µ=1
, mi being the number of atomic orbitals belong-

ing to the ith fragment.
The ith fragment will be described by N0

i ELMOs,
whose number will depend on the chemical nature of
the fragment itself (of course,

∑nf
i N0

i = N). The ELMO
wavefunction will be written as:

�ELMO = A (�) with � =
nf∏

i

N0
i∏

α

ϕi
α α ϕi

αβ

where A is the antisymmetrizer operator and the αth
ELMO of the ith fragment will be described using only
the atomic functions, which belong to the same fragment

ϕi
α =

mi∑

µ=1

ci
µαχ i

µ

In this way, each ELMO is rigorously localized on the
corresponding fragment. The coefficients ci

µα are deter-
mined through a minimization of the energy associated
with the ELMO wavefunction.

The definition of the molecular fragments is arbitrary
and it is established according to the application. A typ-
ical localization scheme can be obtained looking at the
Lewis formula of the molecule and defining one ELMO
for each bond or core/lone pair. Of course, molecular
fragments can share atomic fragments. For example,
if we adopt a “Lewis localization scheme”, the atomic
functions centered on atoms involved in more than one
bond are common to different molecular fragments.
This introduces a natural non-orthogonality between the
ELMOs of different fragments, which causes non-trivial
convergence problems. Different algorithms to deter-
mine ELMOs have been proposed both in the past and

recently [9–11,28,29]. Here, we briefly summarize two
approaches on which our program [11] is based.

The first strategy is based on a generalization of the
self consistent field for molecular interaction (SCF-MI)
theory developed by Gianinetti et al. [30]. In the SCF-
MI approach, developed as a strategy to avoid a priori
the basis-set superposition error (BSSE), the wavefunc-
tion for a dimer is built up using two molecular frag-
ments, one for each monomer. The difference between
the ELMO and the SCF-MI wavefunction is that in
the latter the fragments cannot share the same atomic
orbitals.

It can be shown [10] that the optimal ELMOs must
satisfy the following set of coupled equations:

F̂i ϕ
i
α = εi

α ϕi
α

{
i = 1, . . . , nf
α = 1, . . . , mi

}
(1)

where F̂i is a proper hermitian operator for the ith frag-
ment built up using the occupied ELMOs of all the nf
molecular fragments. The exact expression of the opera-
tor [10] can be obtained easily generalizing the equations
proposed by Gianinetti et al. [30]. It should be evidenced
that each molecular fragment has its own set of occupied
and virtual orbitals with the same localization scheme.
Like in the SCF-MI method, orbitals belonging to differ-
ent fragments are not orthogonal, while orbitals local-
ized on the same fragment constitute an orthogonal set.
We also note that as the fragments can share atomic orbi-
tals, the total number of occupied and virtual ELMOs of
all the fragments can overcome the basis-set dimension,
giving rise to some “singularity” problems, which have
been properly discussed [10] and which seriously afflict
the convergence procedure in some cases.

When converging, the algorithm based on the resolu-
tion of Eq. (1) is quite rapid, but some difficulties in the
convergence or some instabilities sometimes arise.

In these cases, our program uses a second strategy
based on a direct minimization of the energy functional,
using a quasi-Newton procedure. The expressions of the
first and second derivatives of the energy with respect to
the variational coefficients were obtained by Stoll using
the dual orbitals formalism [9,11]. In the quasi-Newton
procedure, an approximate analytic Hessian is evaluated
at the first iteration and then it is updated with a vari-
able metric algorithm in the following iterations. Also in
this case, the extremely localized nature of the orbitals
can be exploited to avoid the computation of the full
Hessian matrix, which reduces to only diagonal blocks.

The ELMO program has been interfaced with the
PC-GAMESS [31] version of the GAMESS_US pack-
age [32] and with the GAMESS-UK package [33]. Both
single point calculations (conventional and direct) and
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geometry optimizations can be carried out. Furthermore,
the ELMO program has been recently extended to the
DFT method [12].

2.2 The relaxation of the ELMO wavefunction

The strict localization of ELMOs is necessarily asso-
ciated with an increase in energy with respect to the
RHF value, due to reduction in the number of var-
iational coefficients. On the other hand, the ELMOs
can be easily transferred from one molecule to another
in a straightforward way, without resorting to any tail
deletion.

Once the wavefunction of the target molecule has
been obtained by means of transferred ELMOs, it could
be very useful to introduce a relaxation of the wave-
function in order to increase the accuracy of the results.
We have shown that just carrying out one or two SCF
cycles on the ELMO wavefunction can largely improve
the results [13].

We have also investigated a different strategy based
on the use of virtual ELMOs. Due to the Brillouin the-
orem, the energy of the ELMO wavefunction cannot be
improved by a mixing of the occupied ELMOs of a frag-
ment with its own virtual orbitals. Hence, a relaxation
of the ELMO wavefunction can only be obtained by a
mixing of the occupied ELMOs of a fragment with the
virtual ELMOs of another one. In this way, we introduce
a delocalization of the orbitals, which allows to improve
the accuracy yielded by the ELMO description. It could
be argued that the most significant contributions arise
from permitting the ELMOs to delocalize towards the
nearest fragments and that a complete delocalization
on the whole molecule is not very important. This view
is supported by the “nearsightedness of the electronic
structure”, [34,35] a principle that can be considered
as the physical basis of successful linear scaling strat-
egies, such as the “Divide and Conquer” approaches
[15,16,36,37].

Therefore, we have introduced the ELMO-VB
method, which consists in improving the ELMO wave-
function by means of a configuration interaction calcu-
lation, using a list of single excitations from an occupied
ELMO to the virtual ELMOs of the fragments located
in its proximity [22].

Indicating with � ir
αµ the configuration characterized

by the excitation ϕi
α → ϕr

µ, we can write

�ELMO−VB = c0 �ELMO +
nf∑

ir

N0
i∑

α

Nv
r∑

µ

cir
αµ � ir

αµ (2)

where Nv
r = mr − N0

r is the number of virtual ELMOs
of the rth fragment.

The computation of the Hamiltonian matrix elements
〈
� ir

αµ

∣∣
∣Ĥ

∣∣
∣ �

js
β ν

〉
should require the use of the Löwdin

formula [38] due to the non-orthogonality of the
ELMOs belonging to different fragments. This fact,
which would have reduced the dimensions of the sys-
tems studied, has prompted us to introduce the follow-
ing transformation:

1. The occupied ELMOs are Löwdin orthogonalized
in order to obtain a new set of equivalent occupied
ELMOs. The Löwdin procedure was chosen in order
to reduce the orbitals’ deformation; this permits in
preserving the localization scheme of ELMOs as much
as possible.

2. Each virtual orbital is Gram–Schmidt orthogonal-
ized with respect to the new set of occupied orbitals
obtained in step 1.

After these transformations, the new occupied and vir-
tual orbitals, which, from now on, will be denoted with
the symbol φi

α instead of ϕi
α , are characterized by the

following properties:

• The occupied orbitals are now a set of orthogonal
orbitals, which give rise to the same energy with
respect to the original non-orthogonal set.

• Each virtual orbital is orthogonal to all the occupied
orbitals belonging to any fragment.

• The virtual orbitals constitute a non-orthogonal set.

Let us now consider the following pair of excitations:
� ir

αµ (i.e., φi
α → φr

µ) and �
js
βν (i.e., φ

j
β → φs

ν); these can
be expressed in the following way:

� ir
αµ = A

[
�

(
i j

α β

)
φ

j
βαφ

j
ββφi

αφr
µ

(
αβ − βα√

2

)]

�
js
βν = A

[
�

(
i j
αβ

)
φi

αα φi
α β φ

j
βφs

ν

(
αβ − βα√

2

)]

where �

(
i j
αβ

)
is the product of all the doubly occupied

orbitals with the exception of the spin-orbital pairs φi
α α

and φ
j
ββ, namely � = �

(
i j
αβ

)
φi

α α φi
αβ φ

j
βα φ

j
ββ.

Hence, the couple of excitations � ir
αµ and �

js
βν is char-

acterized by a set of common N − 4 spin-orbitals,

�

(
ij
αβ

)
, orthogonal to each other, and by four spin-

orbitals whose spatial parts are not orthogonal between
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them but are orthogonal to the product �

(
ij
αβ

)
. These

considerations have allowed us to derive an expression

for the Hamiltonian matrix elements
〈
� ir

αµ

∣
∣∣Ĥ

∣
∣∣ �

js
βν

〉
,

which is much less computationally demanding than
applying the Löwdin formula to the original set of
orbitals. In fact, using the new set of ELMOs, the
non-orthogonal problem is substantially limited to just
four orbitals. Moreover, we have shown that it is possi-
ble to efficiently evaluate the matrix elements through a
“difference strategy”, that consists in computing some
common quantities from which the elements of the
Hamiltonian matrix can be evaluated by simple sub-
traction of some small terms [22].

As mentioned above, the total number of occupied
and virtual orbitals usually exceeds the basis-set dimen-
sion. This can give rise to a critical situation in the
solution of the secular problem to obtain the expan-
sion coefficients that appear in Eq. (2). In particular,
we have found that it is quite common to find virtual
orbitals, which are linear combination of the occupied
orbitals of the other fragments. In this case, the transfor-
mation adopted in step 2 eliminates the linear dependent
virtual orbitals.

The number of excitations to be included in Eq. (2)
can be greatly reduced by taking into account the
extreme localization of the orbitals. In fact, preliminary
calculations have shown that the excitations from an
occupied to a virtual orbital localized on a far fragment
give a very small contribution, so they can be neglected.
On the contrary, excitations from occupied to virtual
orbitals belonging to nearby fragments are always sig-
nificant. Despite this great saving in computational cost,
there is necessarily a rapid growth in the number of exci-
tations to be included in expansion (2), as the molecular
size increases. For this reason, we have considered the
possibility of defining a small set of optimized virtual
ELMOs [23] that allow for the construction of very com-
pact ELMO-VB wavefunctions and that take implic-
itly into account a very large amount of usual virtual
ELMOs.

In particular, for each occupied ELMO ϕi
α , we define

a corresponding optimized virtual orbital ϕ
i (opt)
α as the

orbital which minimizes the energy of the following
wavefunction:

� i
α = c0�ELMO + �

ii(opt)
αα (3)

where �
ii(opt)
αα represents the single excitation ϕi

α →
ϕ

i(opt)
α .

The optimized virtual orbital ϕ
i(opt)
α is expressed as

a linear combination of all the possible virtual orbitals

belonging to a suitable number f i of fragments in the
neighborhood of the ith fragment

ϕ
i (opt)
α =

f i
∑

r

Nv
r∑

µ

cir
αµϕr

µ (4)

The coefficients cir
αµ can be computed introducing Eq. (4)

into Eq. (3) and solving the corresponding secular
problem.

Therefore, in this approach, we have to solve only
N small secular problems to obtain a set of optimized
virtual orbitals that can be then used in expansion (2).
As already mentioned, in this way, the number of sin-
gle excitations is greatly reduced. It should be stressed
again that, due to Eq. (4), the use of optimized virtual
orbitals implicitly takes into account a larger number
of virtual ELMOs with respect to the usual ELMO-VB
calculations.

2.3 The transferability of the ELMOs to large systems

Due to the absence of tails, the ELMOs can be used to
build the wavefunction of large molecules by assembling
the ELMOs determined on smaller fragments. The par-
tition of the molecule is arbitrarily defined: fragments
can range from single bonds up to functional groups
or larger units, embedded in a proper neighborhood.
This is the basis of our DENPOL program [14] which
is aimed to build up ab initio quality electron den-
sities for polypeptides, using the ELMOs determined
on model molecules. These molecules are constituted
by the 20 amino acids suitably capped at their C and
N termini in different geometrical conformations. The
ELMOs determined on these model molecules are prop-
erly rotated and transferred to the target polypeptide.

After having performed the ELMOs calculations on
the model molecules, the transferring step is trivial.
However, for large molecules such as polypeptides, the
electron density computation is not trivial, due to the
large number of the involved ELMOs and to their non-
orthogonality. In order to realize an efficient algorithm,
we have devised the “ELMO-D&C” strategy [17] that
exploits the extremely localized nature of the ELMOs
taking into account the ‘Divide and Conquer’
methodology.

To discuss this new technique, it is now more conve-
nient to consider a list of the unique atomic functions
(χµ)m

µ=1 and to express each ELMO as ϕi
α = ∑m

µ cµαχ i
µ,

where some coefficients cµα will be zero according to
the localization pattern.
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The electron density corresponding to the ELMO
wavefunction is given by:

ρ(r) =
NAO∑

µ,ν=1

χµ(r)Dµνχν(r)

where

Dµν = 2
N∑

i,j=1

cµj

[
S−1

]

ji
c∗
νi (5)

with S as the overlap matrix between the ELMOs.
To greatly reduce the computational cost associated

with Eq. (5), we divide the molecule into Ns disjoint
subunits so that their union provides the whole system.
Owing to this fragmentation, we automatically assign
a local basis set βk to the generic kth subsystem (k =
1, 2, . . . , Ns). Furthermore, following the D&C strategy,
we introduce the partition matrix Pk for the kth subunit:

Pk
µν =

⎧
⎪⎨

⎪⎩

1
1
2

0

if µ∈βk and ν ∈βk
if [µ∈βk and ν /∈ βk] or [µ /∈βk and ν ∈βk]
if µ /∈βk and ν /∈βk,

which satisfies the normalization condition
NS∑

k = 1

Pk
µν = 1 ∀µ, ν

and allows to assemble the density matrix as a sum of
contributions arising from the different subsystems

Dµν =
NS∑

k = 1

Dk
µν with Dk

µν = Pk
µνDµν

The “Divide Step” allows to introduce a proper approxi-
mation in the evaluation of the Dk

µν contributions, taking
advantage of the extremely localized nature of ELMOs.
In particular, the elements Dk

µν can be efficiently com-
puted without the complete set of N ELMOs, but con-
sidering only the orbitals localized on the kth subsystem
(“Core ELMOs”) and the ones that significantly over-
lap with them (“Buffer ELMOs”), i.e., orbitals generally
belonging to near subunits in the real space. Therefore,
for the kth subunit

Dk(approx)
µν = 2 Pk

µν

nk∑

i, j=1

Cµj

[
S−1

k

]

j i
C∗

νi (6)

with nk as the total number of considered ELMOs (i.e.,
the core and buffer ELMOs) for the kth subunit and Sk
as their overlap matrix. It is important to note that nk
is generally much lower than N, so the inversion of Ns

matrices Sk is clearly less demanding than a single inver-
sion of the complete, N dimension and sparse matrix S.

Fig. 1 Superposition of the isosurfaces of the σ ELMOs of the
butadiene molecule (The core orbitals of the carbon atoms are
not reported)

In this way, we realize the “Conquer Step” to efficiently
compute the electron density for large molecules, using
transferred localized orbitals previously determined on
model molecules.

3 Applications

3.1 The nature of the ELMO wavefunction

In order to illustrate some features of the ELMOs and
to compare them with the LMOs, we present the results
obtained on the butadiene molecule in two possible con-
figurations, that is, the planar structure (A) and the
one obtained through a 90◦ rotation about the cen-
tral C–C bond (B), which is characterized by a loss of
resonance. The geometries have been obtained at the
RHF level using the 6-311G** basis set. The canoni-
cal MOs have been localized using the Pipek–Mezey
scheme [5] and subjected to tail deletion in order to com-
pare the resulting energy with the one associated with
the ELMO wavefunction. The ELMOs have been deter-
mined using a “Lewis localization scheme”, i.e., each (σ
or π) bond/core is described by a single ELMO, defined
using only the atomic functions of the corresponding
atoms/atom.

Then, the ELMO wavefunction has been relaxed per-
forming just two SCF iterations, using the ELMOs as ini-
tial guess. All the energy values are reported in Table 1.
The plot of all the ELMOs describing σ bonds are shown
superimposed in Fig. 1, while one of the two equivalent
ELMOs describing the C–C π bond is shown in Fig. 2
along with the corresponding LMO.

From Figs. 1 and 2, it is evident that there is a high
degree of localization of the ELMOs and the presence
of tails in the LMOs. Even if the magnitude of these
tails is very small, their deletion causes a great increase
in energy, amounting to 66.6 and 63.4 kcal/mol for the
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Fig. 2 Comparison between
the C–C π bond LMO (a)
(notice the presence of small
tails) with the corresponding
ELMO (b) in the butadiene
molecule

Table 1 Energy values for the butadiene molecule(basis-set 6-311G**)

Method Energy180◦ (a.u.)a Energy90◦ (a.u.)b 
E180◦ (kcal/mol)c 
E90◦ (kcal/mol)d 
EROT(kcal/mol)e

RHF −154.946961 −154.938995 0.0 0.0 5.0
LMO-TD −154.840809 −154.838033 66.6 63.4 1.7
ELMO −154.899116 −154.896871 30.0 26.4 1.4
ELMO-Relaxed(1)f −154.935389 −154.929214 7.3 6.1 3.9
ELMO − Relaxed(2)f −154.941188 −154.933604 3.6 3.4 4.8

a Energy values for the planar structure
b Energy values for the 90◦ structure
c Energy differences with respect to the RHF value for the planar conformation
d Energy differences with respect to the RHF value for the 90◦ conformation
e Rotational barrier between the planar and the 90◦ structures at different levels of theory
f ELMO-Relaxed (#):# represents the number of SCF cycles performed using the ELMOs as starting molecular orbitals

configurations A and B, respectively (see Table 1), with
respect to the RHF value. The ELMO wavefunction
permits in recovering a lot of energy, and the energy
differences drop to 30.0 and 26.4 kcal/mol, respectively.
Moreover, just one or two SCF cycles using the ELMOs
as starting guess are enough to reduce the energy differ-
ence by an order of magnitude.

In other papers [11,13] we have already shown that
the same results hold also for transferred ELMOs. In
particular, we have shown that assembling the ELMO
wavefunction for the acetone molecule using ELMOs
determined on ethane to describe the C–H and C–C
bonds and on formaldehyde to describe the C–O bond
allows to accurately reproduce the charge distribution
and other electrostatic properties. Also in this case, just
one SCF iteration was enough to obtain a wavefunction
characterized by an energy of just few kcal/mol above
the RHF value [11].

These observations indicate that the ELMOs deter-
mined on model molecules can be really considered as
good building blocks for assembling the electronic struc-
ture of a target molecule. To further support this idea,
we have shown that the electronic charge distributions
and the electrostatic potential of some ortho-substituted
biphenyl molecules evaluated at the RHF level can be
accurately reproduced using an ELMO wavefunction,
where only the ELMOs that describe the substituent
are optimized, while keeping frozen all the remaining

ELMOs, which were previously determined on the un-
substituted biphenyl molecule [13].

In the last example, it is evident that the strictly local-
ized nature associated with each ELMO allows to selec-
tively optimize only a part of the molecule. In a similar
way, Hierse et al. [39] have shown that using a local rep-
resentation of the orbitals at the DFT level, it is possible
to obtain reliable torsional energy profiles optimizing
only the orbitals localized near the bond around which
the rotation is performed.

3.2 The relaxation of the ELMO wavefunction

As already mentioned, the large difference in energy
obtained by the ELMO wavefunction with respect to the
RHF value is due to the large reduction in the number of
variational coefficients that allows their strict localiza-
tion. We have shown that using the virtual ELMOs and
taking into account the extreme localization of the orbi-
tals, it is possible to perform non-orthogonal configura-
tion interaction calculations, which permit in recovering
a large percentage of the energy difference. In addition,
a proper definition of optimized virtual orbitals permits
in largely reducing the length of the expansion.

At first, we illustrate the use of traditional virtual
ELMOs on two small molecules as example: methoxym-
ethylfluoride and butane. All calculations reported in
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Table 2 Energy values for the butane (basis-set 6-31G) and the methoxymethyl fluoride (basis-set 6-31G**) molecules

Butane Methoxymethyl fluoride

Method NEa,b 
E(kcal/mol)c Percentageb,d NEa,b 
E (kcal/mol)c Percentageb,d

LMO-TD 80.88 85.4
ELMO 27.94 47.0
ELMO-VB (1) 289 21.23 24 289 29.7 37
ELMO-VB (2) 578 4.40 84 578 19.2 59
ELMO-VB (Top_1) 161 22.37 20 176 31.3 33
ELMO-VB (Top_2) 322 6.08 78 352 20.0 57

The acronyms are described in the text
a Number of excitations
b Only for ELMO-VB calculations
c Energy difference with respect to the corresponding RHF value
d %(ELMO − VB) = 100|
E(ELMO − VB) − 
E(ELMO)|/|
E(ELMO)|

this section have been performed with geometries
optimized at the RHF level (the basis set is indicated
in the corresponding figure captions).

The ELMOs computations have been carried out
using the previously described “Lewis localization
scheme.” For each calculation we have also determined,
for comparison, the energy associated with the wave-
function built up with LMOs subjected to tail deletion
(LMOs-TD). Then, we have considered the expansions
that, from now on, we will denote as ELMO-VB(1) and
ELMO-VB(2), where one and two virtual ELMOs for
each occupied orbital have been selected, respectively.
In particular, these orbitals have been chosen accord-
ing to their lowest orbital energies. In Table 2, we have
reported the energy differences with respect to the RHF
value, the percentage of the recovered energy with
respect to the ELMO wavefunction and the number of
excitations. Also in this case, the large energetic dis-
crepancy between the ELMO wavefunction and the
wavefunction assembled with LMOs-TD is evident. The
comparison between the ELMO-VB(1) and ELMO-
VB(2) values shows that more than one virtual orbital is
necessary to get an evident improvement in the accuracy.
This is unfortunately associated with a large increase
in the computational requirements. For this reason, we
have focused our attention on the different contribu-
tions arising from the excitations, and we have been
able to show [22] that only the excitations from an occu-
pied ELMO to the virtual ones localized on the nearest
fragments are important.

For this reason, we have topologically classified the
fragments as first/second/third-neighbour fragments if
they are separated by 0/1/2 bond(s). In Fig. 3 we show
some examples for the methoxymethylfluoride
molecule.

The excitations to be considered are those that satisfy
the following topological criteria:

1. Excitations from an occupied ELMO describing a
bond or a lone pair to a virtual ELMO localized on
the first or second neighbor fragment.

2. Excitations from an occupied ELMO describing a
bond or a lone pair to a virtual ELMO localized on a
third neighbor fragment, which describes an atomic
fragment.

No excitations from the occupied ELMOs, which
describe the core are considered.

Using this criterion, we can reduce the excitations
considered in the ELMO-VB(1) and ELMO-VB(2)
wavefunctions, obtaining respectively the ELMO-VB
(Top_1) and ELMO-VB(Top_2) expansions. The results
reported in Table 2 clearly show that the topological
criterion permits in largely reducing the length of the
expansions, still preserving the accuracy of the results.
The importance of using at least two virtual orbitals to
get satisfactory results is also evident.

To further reduce the computational cost while pre-
serving the numerical accuracy, we have developed a
method based on the determination of optimized vir-
tual orbitals [23]. These orbitals have been defined in
such a way as to be particularly suitable to enter in the
ELMO-VB expansions; as they are expressed as a linear
combination of several virtual orbitals, they intrinsically
take into account the effect of many virtual orbitals.
Each optimal virtual orbital corresponding to an occu-
pied ELMO is expanded using all the possible virtual
orbitals localized on the first-neighbor fragments. In this
way, they acquire a little delocalization character, but
still remain localized enough to apply the topological
criteria reported above. The number of optimal virtual
orbitals is equal to the number of occupied orbitals, and
so the computational cost is equivalent to the ELMO-
VB(1) calculation because the time required to deter-
mine the optimized virtual orbitals is negligible.
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Fig. 3 Examples of neighbor
fragments in the
methoxymethyl fluoride
molecule: the lines connect
first (a), second (b) and third
(c) neighbor fragments

The method has been tested on the alanine and serine
molecules. The energy results are reported in Table 3
together with the values obtained using the canonical
virtual orbitals. It is evident that the optimal virtual
orbitals, offer great improvement, and permit obtain-
ing results comparable to the use of a larger number of
usual virtual ELMOs. Once again, the topological cri-
teria have been shown to be a powerful tool in limiting
the number of excitations to be included.

The optimal virtual orbitals have been shown to be
useful also in the transferring process. We have assem-
bled the alanine–serine dipeptide ELMO wavefunction
using the ELMOs determined on alanine, serine and
formamide molecules. The last one was chosen to model
the peptide bond between alanine and serine. The use
of optimized virtual orbitals to relax the wavefunction
of the dipeptide has allowed to significantly improve
the results; in particular, the electron density distribu-
tion and the electrostatic potential were shown to match
very well with those obtained at the RHF level.

3.3 “Chemical insight” from the ELMO wavefunction

The chemical interpretation of molecular properties,
which is crucial to get a proper knowledge of the elec-
tronic structure, is naturally recovered by the localized
nature of the ELMOs. As an illustrative example, we
will show how it is possible to evaluate the different
energetic contributions to the torsional barrier of the
C–N bond in the HCX(NH2)(X=O, NH, CH2)
compounds by performing ELMO calculations at the
DFT level.

In fact, although the canonical Hartree–Fock or
Kohn–Sham orbitals calculations allow us to obtain a
numerical value for the rotational barrier, they

are not able to distinguish among the different factors
contributing to the overall barrier (delocalization,
hyperconjugation, etc.). A chemical interpretation of
the electronic properties of formamide and its analogues
has been suggested, both at the VB by Lauvergnat and
Hyberty [40] and at the RHF level by Mo et al. [27],
to devise a block-localized wave function method that
closely resembles the ELMO approach. In order to
introduce the electronic correlation, we have applied
the DFT-ELMO algorithm following the protocol pro-
posed by Mo et al. in the study of the different effects
on the rotational energy barrier about the amide bonds
of the HCX(NH2) (X = O, NH, CH2) compounds.

Here, we only summarize how the application of the
Mo “energetic decomposition scheme” allow us to eval-
uate the different energetic contributions. A detailed
discussion can be found in [27]. All the calculations
have been carried out using the BLYP functional [41,42]
and the 6-31G* basis set. The results are presented in
Table 4.

First of all, let us consider the molecule in the planar
ground state. A traditional DFT calculation, where the
orbitals are completely delocalized, obviously includes
the resonance between the π C–X electrons and the N
lone pair (structure A, see Fig. 4). We can evaluate the
resonance energy (
ER) by performing an ELMOs cal-
culation with the π C–X electrons and the N lone pair
localized on the C–X bond and nitrogen atom, respec-
tively (structure B). The ELMO that describes the π

C–X electrons uses only the π -symmetry atomic orbi-
tals of the C and X atoms and the ELMO of the N lone
pair uses the atomic orbital of the nitrogen atom orthog-
onal to the molecular plane. All the other electrons are
described by a proper number of ELMOs, which use
all the atomic functions. The energy difference between
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Table 3 Energy values for the alanine and serine molecules (basis-set 6-31G**)

Alanine Serine

Method NEa,b 
E (kcal/mol)c Percentageb,d NEa,b 
E (kcal/mol)c Percentageb,d

LMO-TD 150.7 176.7
ELMO 74.2 96.3
ELMO-VB (1) 576 46.3 45 784 55.8 43
ELMO-VB (Top_1) 275 51.5 38 336 59.1 39
ELMO-VB*(1) 576 19.6 77 784 25.0 74
ELMO-VB* (Top_1) 275 20.8 75 336 26.5 72

The acronyms are described in the text
a Number of excitations
b Only for ELMO-VB calculations
c Energy difference with respect to the corresponding RHF value
d %(ELMO − VB) = 100|
E(ELMO − VB) − 
E(ELMO)|/|
E(ELMO)|
The * symbol indicates the use of optimized virtual ELMOs

Table 4 Individual energy contributions for the HCX(NH2) (X = O, NH, CH2) molecules at the DFT-ELMO/BLYP/6-31G* level

X 
Ea
R 
Eb

σ 
Ec
H 
Ed

p 
Ee
rot 
EH(nN → σ ∗

CX)f 
EH(πNH2 → π∗
C=X)f 
EH(sum)g

O 29.88 9.63 −13.56 −7.71 18.24 −8.83 −6.42 −15.25
NH 25.56 7.54 −14.34 −7.03 11.73 −9.62 −6.54 −16.16
CH2 21.12 3.71 −13.36 −4.55 6.92 −8.75 −6.35 −15.10

All the values are in kcal/mol
a Resonance energy
b Steric energy
c Hyperconjugation energy
d Pyramidalization energy
e Rotational barrier
f Hyperconjugative effects
g
EH(nN → σ ∗

CX) + 
EH(πNH2 → π∗
C=X)

the structures A and B can be ascribed to the reso-
nance term, 
ER. Through a 90◦ rotation about the
C–N bond, we obtain the localized structure C. The new
increase in the energy can be associated with the steric
contribution (
Eσ ). In structure C, we can evidence the
presence of two hyperconjugative effects. The first one
is an interaction between the empty π∗

C=X orbital and
the antisymmetric combination of the two σNH orbitals
(i.e., πNH2 → π∗

C=X). The second one is the negative
hyperconjugation effect of the nitrogen lone pair and
the antibonding C–X bond (i.e., nN → σ ∗

CX). By delo-
calizing all the orbitals on the whole atomic set and
keeping the amino group perpendicular to the carbonyl
(structure D), we evaluate the total stabilizing hyper-
conjugation effect (
EH) for the 90◦ rotamer. The sep-
arated hyperconjugation contributions can be obtained
by two additional ELMO calculations, whose energies
must be compared with the energy of structure D. The
πNH2 → π∗

C=X effect can be evaluated by localizing only
the π electrons of the C = X bond, while the nN → σ ∗

CX
contribution can be obtained by localizing only the N
lone pair (see Table 4). As expected, the sum of the two
hyperconjugation energy terms (
EH[sum]) is similar

to the total hyperconjugation effect (
EH), suggesting
that the two types of hyperconjugation effects can be
additive.

Finally, permitting a complete geometry optimization
of structure D, we can evaluate the pyramidalization
contribution, 
EP (structure E).

The inclusion of the electronic correlation has shown
the same trends with respect to the change of the sub-
stituent X, as already observed by Mo et al. [27]. The
greatest effect observed at the DFT level with respect
to the Mo findings at the RHF level is an increased value
in the resonance contributions (ca. 4–5 kcal/mol), while
smaller effects are observed for the steric and hyper-
conjugative effects. The pyramidalization contribution
is practically unaffected by the DFT level. Therefore,
there is globally a small increase in the computed tor-
sional barriers (ca. 2–3 kcal/mole).

Furthermore, the promising results obtained by
means of the localized orbital DFT-ELMO approach in
the study of electronic delocalization phenomena have
confirmed the robustness of our algorithm and sug-
gest extension of our strategy for studying other mol-
ecules with interesting conjugation properties, such as
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Fig. 4 Decomposition
energy scheme for the
rotation barrier about the
C–N bond in the HCX(NH2)
(X = O, NH, CH2)

Table 5 Similarity index values between the Restricted Hartree–Fock electron density and the reference ELMO charge distribution for
the Gly10 and Leu10 polypeptides (basis-set STO-4G)

Molecule L (0.001, 10) % L (0.1, 10) % L (0.01, 0.1) % L (0.001, 0.01) %

Gly10 (α-helix) 98.31 98.64 98.41 98.08
Gly10 (β-sheet) 98.83 98.90 98.85 98.80

vinylic systems, benzene and similar cyclic π resonance
molecules.

3.4 The transferability of the ELMOs

The absence of tails, which characterizes the ELMOs,
makes them particularly suitable for transfer purposes
from model molecules to other systems. In this way, it
is possible to build up the electronic structure of large
molecules, using a proper database of ELMOs, which
describe functional groups, aromatic rings and so on.
The transfer is quite reliable, provided that the ELMOs
are determined on model molecules, which contain the
same environment of the target molecule.

In our laboratory, we have developed DENPOL [14],
a program that assembles the electron density of
polypeptides using the ELMOs determined on model
molecules, which are wisely defined to describe the pep-
tide bond and all the different side chains of the 20
amino acids. These chains are described by a set of EL-
MOs, whose localization scheme is chosen in a proper
way. More precisely, the localization pattern is chosen
in such a way as to describe the largest molecular frag-
ments, which can be described independently on the
geometrical configuration of other fragments. Let us
consider, for example, the tyrosine side chain: we will
use a set of ELMOs localized on the aromatic ring and
another one on the OH substituent. In this way, the same
set of ELMOs can be transferred, taking into account

the different possible values of the torsion angle, which
connects the oxygen atom to the aromatic ring through
just a proper rotation of the ELMOs.

In order to create a suitable environment for each
amino acid, an opportune set of model molecules was
selected. Some examples are reported in Fig. 5.

The possibility to reproduce well the electrostatic
properties by means of transferred ELMOs is shown
using the peptide Leu-enkephalin. Leu-enkephalin [43],
an opioid peptide that has been found to modulate
nociception in the spinal cord, is characterized by the
sequence Tyr-Gly-Gly-Phe-Leu. Due to its small dimen-
sions, it is possible to perform an RHF calculation for
comparison purpose. The electrostatic potentials at the
ELMO and RHF levels are plotted in Fig. 6. The results
obtained with the ELMO wavefunction are very close
to the RHF ones, but they are obtained at a much lower
computational cost. The transfer of ELMOs is in fact
a very fast step after the building blocks, which can be
used for any peptide, have been determined. Also the
electron densities of polypeptides can be easily repro-
duced. Indeed, using DENPOL, we have determined
the charge distributions for (Gly)n and (Leu)n in differ-
ent geometrical arrangements. For the smallest poly-
peptides, we have also carried out the corresponding
RHF calculations in order to have a proper reference
(see Table 5). To perform quantitative comparisons, we
have used the similarity index L(a, a

′
) introduced by

Walker and Mezey [44], which compares point by point
two charge distributions in the space bounded by two
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Fig. 5 Model molecules used for the determination of the
ELMOs to be transferred (a) N-terminal residue; (b) C-termi-
nal residue; (c) lateral chains for the 20 amino acids (one model

molecule for each residue R); (d) peptide bond. The transferred
ELMOs are defined on the moiety depicted by the ball and stick
model

Fig. 6 RHF (a) and
DENPOL (b) molecular
electrostatic potentials
plotted on the 0.001 a.u.
isosurface RHF electron
density for the
Leu-enkephalin molecule

electron density isosurfaces characterized by the values
a and a

′
.

Table 5 shows a very good agreement and points out
that reliable electron densities can be computed using
the ELMO wavefunction.

For larger polypeptides (n = 50 − 100), the electron
density computation becomes non-trivial, due to the
large number of non-orthogonal ELMOs involved. For
example, the (Leu)100 molecule is characterized by 3,105
ELMOs. To overcome this problem, we have proposed
the ELMO-D&C method [17] that has been discussed
in the Theory Section. The results reported in Table 6
clearly show that this technique can compute the elec-
tron density of large systems with a great saving of CPU
time, preserving the accuracy of the results.

Recently, we have also investigated the utility of the
ELMOs in the framework of the QM/MM methods. It
is well known that when the two regions (QM and MM)
are connected by a covalent bond, the description of the
frontier region is not trivial. One of the most popular
approaches to describe this region has been introduced

by Assfeld et al. [18–20] and it is denoted as local SCF
(LSCF). It is based on the use of frozen molecular orbi-
tal to describe the frontier bond localized on the frontier
atoms. In order to determine this two center orbital, a
traditional RHF calculation is carried out on a model
molecule followed by an opportune localization proce-
dure. The most localized orbital on the interested centers
is subjected to a tail deletion in order to be used into
the LSCF calculation. In this context, it appears that
the ELMOs could be the most suitable orbitals to be
transferred. A comparative study on the use of ELMOs
and orbitals arising from various localization procedures
in the LSCF framework [21] has confirmed this pre-
vision.

In order to obtain accurate results when performing
geometry optimization in the framework of the LSCF
approach, it was necessary to introduce a special five
parameters force field potential [19]. Recently, it was
shown that introducing an additional orbital to describe
the core electrons of the frontier MM atom permits in
avoiding the introduction of the force field term [45].
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Table 6 Gly100, Leu50 and Leu100 polypeptides: similarity index values and comparison of CPU times for the density matrix calculation
when different approaches are used (basis-set STO-4G)

CPU time (s)

Molecule L (0.001, 10) % Approximationa Nonorthogonal orbitalsb

Gly100 (α-helix) 99.89 74 295
Gly100 (β-sheet) 99.93 68 299
Leu50 (α-helix) 99.87 102 429
Leu100(α-helix) 99.86 563 6658

a Density matrix computed exploiting the ELMO-D&C strategy
b Density matrix calculated using the traditional formula for non orthogonal orbitals

Also in this case, the ELMOs have been one of the nat-
ural choices to describe the frontier core orbital.

4 Conclusions

ELMOs are the best orbitals that satisfy a pre-selected
localization scheme.

The extremely localized nature of the ELMOs forms
the origin of two important mathematical consequences.
The first one is an increasing complexity in the mathe-
matical formalism with respect to the canonical MOs,
which unfortunately reflects into convergence difficul-
ties. The coefficients that define the orbitals are more
strongly coupled in the equations, which define the
ELMOs in comparison with the traditional orthogonal
MOs. Hence, a great effort for the development of a
robust algorithm to determine ELMOs is necessary.
Some problems are still present in the calculation at the
DFT level, where more serious convergence problems
have been experienced.

The second consequence is a very fruitful use of the
techniques based on the ‘Divide and Conquer’ approach,
which has permitted, for example, a study of very large
molecules such as polypeptides.

The most useful advantages in developing approaches
based on localized orbitals rely on the possibility to
determine them on small model molecules and to trans-
fer them to larger ones. In this way, the problem of
determining the ELMOs is limited to small systems. Fol-
lowing this approach, we have developed the DENPOL
program to assemble electronic densities of polypep-
tides, which compare very well with those assembled
at the RHF level. Also electrostatic properties are well
reproduced.

Of course, techniques that relax the transferred
ELMOs could be very useful to improve the electronic
structure description of the target molecule, permitting
the transferred ELMOs to adapt to the new environ-
ment. We have shown that an approach based on the

use of virtual ELMOs can be very useful to this aim. At
last, ELMOs have recently found useful application in
the framework of the hybrid QM/MM methods. Their
use in the LSCF approach has generally given better
results with respect to the use of traditional tail deleted
LMOs.
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